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Introduction

Linear regression is a simple approach for supervised learning.

It is useful for predicting a quantitative response.

Despite being an old method, it is still widely used and serves as a good
foundation for more complex learning methods.

Understanding linear regression is crucial for studying more complex
learning methods.

Many advanced statistical learning approaches can be seen as
generalizations or extensions of linear regression.

True regression functions are never linear!
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Example: Advertising dataset (Lecture 2)

The Figure displays sales (in thousands of units) for a particular product as
a function of advertising budgets (in thousands of dollars) for TV, radio,
and newspaper media.

Suppose that in our role as statistical consultants we are asked to suggest,
on the basis of this data, a marketing plan for next year that will result in
high product sales.
What information would be useful in order to provide such a
recommendation?.

Is there a relationship between advertising budget and sales?
How strong is the relationship between advertising budget and sales?
Which media are associated with sales?
How large is the association between each medium and sales?
How accurately can we predict future sales?
Is the relationship linear?
Is there synergy among the advertising media?
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expenditure in the various media and sales, then linear regression is an
appropriate tool. If not, then it may still be possible to transform the
predictor or the response so that linear regression can be used.

Is there synergy among the advertising media?

Perhaps spending $50,000 on television advertising and $50,000 on radio
advertising is associated with higher sales than allocating $100,000 to either
television or radio individually. In marketing, this is known as a synergy
effect, while in statistics it is called an interaction effect.
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Simple Linear Regression: Model

We assume a model
Y = β0 + β1X + ϵ,

β0 and β1 are unknown constants that represent the intercept and slope
terms in the linear model.

β0 and β1 are the coefficients or parameters of the model, and ϵ is the error
term.

Once we have used our training data to produce estimates β̂0 and β̂1, we
can predict future values of Y based on a particular value of X . The
prediction is computed as:

ŷ = β̂0 + β̂1x .

The hat symbol denotes the estimated value for an unknown parameter or
coefficient, or the predicted value of the response.
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Estimating coefficients

We have n observation (x1, y1), (x2, y2), . . . , (xn, yn).

Our goal is to estimate β0 and β1 such that the linear model fits the data
well. The most common approach is to minimize the least squares
criterion. Alternative approaches will be considered later.

Let ŷi = β̂0 + β̂1xi be the prediction for Y based on the i-th value of X .

Then ei = ŷi − yi represents the i-th residual.

We define the residual sum of squares (RSS):

RSS = e21 + . . .+ e2n

The least squares approach chooses β̂0 and β̂1 to minimize the RSS:

β̂1 =

n∑
i=1

(xi − x̄)(yi − ȳ)

n∑
i=1

(xi − x̄)2
and β̂0 = ȳ − β̂1x̄ ,

ȳ and x̄ are the sample means.
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ȳ and x̄ are the sample means.

5 / 5



Estimating coefficients

We have n observation (x1, y1), (x2, y2), . . . , (xn, yn).

Our goal is to estimate β0 and β1 such that the linear model fits the data
well. The most common approach is to minimize the least squares
criterion. Alternative approaches will be considered later.
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Then ei = ŷi − yi represents the i-th residual.

We define the residual sum of squares (RSS):

RSS = e21 + . . .+ e2n

The least squares approach chooses β̂0 and β̂1 to minimize the RSS:

β̂1 =

n∑
i=1

(xi − x̄)(yi − ȳ)
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